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ABSTRACT

This paper proposes a Repulsive Adaptive PSO (RAPSO)
variant that adaptively optimizes the velocity weights of ev-
ery particle at every iteration. RAPSO optimizes the ve-
locity weights during every outer PSO iteration, and opti-
mizes the solution of the problem in an inner PSO iteration.
We compare RAPSO to Global Best PSO (GBPSO) on nine
benchmark problems, and the results show that RAPSO out-
performs GBPSO on difficult optimization problems.

Categories and Subject Descriptors

I.2.8 [Artificial Intelligence]: Particle Swarm Optimiza-
tion

Keywords

Evolutionary computation, benchmark problems, adaptive
particle swarm optimization

1. INTRODUCTION
There are many adaptive PSO variants that iteratively

change all or some of the weights. For example, PSO with
dynamic adaption [1] uses an evolutionary speed factor mea-
suring personal best value changes in order to calculate the
inertia weight. Another example is given in [2], where the in-
ertia weight of every particle is based on its objective value,
the global best value, and the global worst value. [3] changes
its inertia weight based on swarm diversity to reduce pre-
mature convergence. The swarm diversity is calculated as a
function of positions. Different variations of the self-tuning
adaptive PSO are given in [4, 5, 6].

Self-tuning adaptive PSO [5] assigns every particle its own
personal best weight, and global best weight. Self-tuning
adaptive PSO initializes the personal best weights and the
global best weights randomly for every particle, and moves
the personal and global best weights towards values of the
particle that yielded the most updates of the global best
position based on the total number of iterations [4].

2. REPULSIVE AND ADAPTIVE PSO
Our Repulsive and Adaptive PSO (RAPSO) variant is

inspired by other adaptive PSO variants that assign every
particle its own velocity weights [5, 6]. All these variants
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move the velocity weights of all particles toward the veloc-
ity weights of a certain particle that is selected based on a
measure of superior performance [6].

For example, self-tuning adaptive PSO moves the velocity
weights towards the settings of the particle that yielded the
most updates of the global best position [5, 6]. Controlled
APSO [7] adaptively changes the personal best weights and
the global best weights based on the distance between the
positions and the global best position. Inertia weight adap-
tive PSO [2] allows every particle its own inertia weight that
is changed using a function of the objective values and the
global best value. Optimized PSO [8] uses multiple PSO
subswarms, each having their own parameter settings, in an
inner iteration to solve the original optimization problem.
The parameter settings are then optimized in an outer iter-
ation of PSO for a fixed number of iterations.

Inspired by the optimized PSO variant [8], we treat the
problem of finding good velocity weights as an optimiza-
tion problem. In RAPSO every particle has its own ve-
locity weights, i.e., its inertia weight, personal best weight,
and global best weight. A particular setting of the velocity
weights is referred to as the position of the velocity weights.
An objective function for the velocity weights is used to
quantify how well the positions of the velocity weights per-
form for solving the overall optimization problem. Using the
calculated objective values of the velocity weights, RAPSO
takes a step toward optimizing the velocity weights. The
velocity weights are optimized in a fixed auxiliary search
space.

3. EXPERIMENTS AND RESULTS

3.1 Global Best PSO
Global Best PSO (GBPSO) [9] is used for comparison and

works as follows. The particle positions and velocities are
first randomly initialized within the search space [10]. Then,
the objective values of the particles are calculated. The
global best value and global best position are set to the ob-
jective value and position of the particle with the best ob-
jective value in the entire swarm. Velocities for all particles
are then calculated, and are moved to their new positions.
The objective values are evaluated again. Personal best po-
sitions are updated for particles that have a new objective
value that is better than their previous personal best value.

3.2 Benchmark Problems
Nine optimization benchmark problems are used to com-

pare our RAPSO algorithm with the GBPSO algorithm.



Table 1: Performance for benchmark F1 to F9 for 10,000, 100,000 and 1,000,000 FE.
Algorithm FE Quality F1 F2 F3 F4 F5 F6 F7 F8 F9

GBPSO 10,000

Best 9.18e-01 6.10e+01 1.32e+03 1.11e+02 1.68e+00 0.00e+00 2.84e-14 3.19e+03 3.00e+00

Mean 1.49e+00 7.30e+01 1.61e+03 1.23e+02 1.75e+01 6.48e-03 3.79e-14 5.28e+03 9.33e+00
Std 4.17e-01 1.09e+02 6.37e+04 1.34e+02 2.27e+02 3.15e-05 2.69e-28 5.78e+06 6.03e+01

RAPSO 10,000

Best 4.50e-01 4.51e+01 2.08e+03 4.22e+01 7.72e+01 0.00e+00 5.68e-14 6.46e+03 2.90e+01

Mean 1.03e+00 7.28e+01 2.47e+03 5.75e+01 2.05e+02 0.00e+00 7.58e-14 1.02e+04 2.00e+02

Std 4.32e-01 5.77e+02 1.70e+05 1.76e+02 1.40e+04 0.00e+00 2.69e-28 1.06e+07 3.12e+04

GBPSO 100,000

Best 5.16e-01 1.10e+01 1.10e+02 8.26e+01 4.28e+00 0.00e+00 0.00e+00 2.02e+00 0.00e+00

Mean 8.18e-01 3.53e+01 1.53e+02 9.29e+01 1.29e+01 0.00e+00 2.84e-14 2.12e+02 2.33e+00

Std 7.69e-02 4.64e+02 4.47e+03 1.35e+02 5.91e+01 0.00e+00 2.42e-27 1.30e+05 1.03e+01

RAPSO 100,000

Best 0.00e+00 5.06e+00 5.46e+01 3.28e+01 2.32e+01 0.00e+00 2.84e-14 1.89e-02 0.00e+00

Mean 1.33e-02 9.02e+00 1.14e+02 5.60e+01 2.32e+01 0.00e+00 5.68e-14 4.78e-01 0.00e+00
Std 5.29e-04 1.28e+01 6.74e+03 4.53e+02 3.16e-04 0.00e+00 8.08e-28 1.79e-01 0.00e+00

GBPSO 1,000,000

Best 2.53e-01 6.00e+00 4.42e-04 2.59e+01 7.57e-01 0.00e+00 0.00e+00 4.25e-18 0.00e+00

Mean 6.05e-01 1.10e+01 7.03e-01 4.94e+01 4.23e+00 0.00e+00 3.79e-14 8.31e-16 0.00e+00
Std 1.30e-01 4.90e+01 1.48e-02 5.25e+02 2.34e+01 0.00e+00 1.08e-27 1.08e-30 0.00e+00

RAPSO 1,000,000

Best 0.00e+00 0.00e+00 4.42e-04 1.09e+01 1.73e-03 0.00e+00 0.00e+00 0.00e+00 0.00e+00

Mean 1.18e-15 3.33e-01 7.03e+00 1.23e+01 1.36e+00 0.00e+00 3.79e-14 0.00e+00 0.00e+00
Std 1.05e-30 3.33e-01 1.48e-02 2.31e+00 5.25e+00 0.00e+00 1.88e-27 0.00e+00 0.00e+00

The following benchmark functions were used: Michalewicz
(F1), Non-continous Rastrigin and multimodal (F2), Para-
bola (F3), Rastrigin (F4), Rosenbrock (F5), Schaffer’s F6
(F6), Shubert (F7), Sphere (F8), and Step (F9).

3.3 Results
Analyzing the results, as shown in Tables 1 (best mean

values are given in bold), reveals that RAPSO improves with
increasing numbers of Function Evaluations (FE), scoring
best compared to GBPSO for 100,000 and 1,000,000 FE.

For 10,000 FE, GBPSO scores best in terms of best mean
value on 5 benchmark functions, and RAPSO scores best
on only 4 benchmark functions. Starting with 100,000 FE
and higher a trend favoring RAPSO can be seen. The table
shows that GBPSO scores best on 3 benchmark functions,
and RAPSO scores best on 7 benchmark functions. For
1,000,000 FE, GBPSO has the best mean value for 3 bench-
mark functions, and RAPSO scores best on 9 benchmark
functions.

For 1,000,000 and 100,000 FE, the optimum value of 0.0
was achieved by RAPSO, measuring the average value, on
3 benchmark functions, and for 10,000 FE only on 1 bench-
mark function. This demonstrates that with increasing num-
bers of FE more benchmark functions are solved optimally.

4. CONCLUSION
We proposed a repulsive and adaptive PSO (RAPSO) al-

gorithm, for which every particle has its own velocity weights.
An objective function for the velocity weights is used to
measure the suitability of the velocity weights for solving
the overall optimization problem, and thereby improving the
optimization process. The advantage of RAPSO is that the
velocity weights adapt themselves to dynamic changes, e.g.,
different particle distributions at different iterations.

We evaluated our RAPSO algorithm on nine benchmark
functions and compared it with global best PSO (GBPSO).
Our RAPSO variant outperforms GBPSO for higher num-
bers of FE in particular for 100,000 and 1,000,000 FE.

However, since the comparison is done only with GBPSO,
a more thorough evaluation needs to be conducted. For
example, RAPSO has to be compared with an adaptive PSO
variant as well as with more benchmark problems in order
to better demonstrate the strength of the RAPSO approach.
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