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Abstract—In data mining, decision tree algorithms are very
popular methodologies since the algorithms have a simple
inference mechanism and provide a comprehensible way to
represent the model in the form of a decision tree. Over the
past years, fuzzy decision tree algorithms have been proposed
in order to provide a way to handle uncertainty in the
data collected. Fuzzy decision tree algorithms have shown
to outperform classical decision tree algorithms. This paper
investigates a fuzzy decision tree algorithm applied to the
classification of gene expression data. The fuzzy decision tree
algorithm is compared to a classical decision tree algorithm as
well as other well-known data mining algorithms commonly
applied to classification tasks. Based on the five data sets
analyzed, the fuzzy decision tree algorithm outperforms the
classical decision tree algorithm. However, compared to other
commonly used classification algorithms, both decision tree
algorithms are competitive, although both do not reach the
accuracy values of the best performing classifier.
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I. INTRODUCTION

Data mining techniques have proved to be indispensable
when working with large sets of data. The data mining
community has been active in research of various techniques
as well as new applications of data mining for more than 50
years. Naturally, during that time a plethora of techniques
was designed to deal with various scenarios. One well known
methodology is based on decision trees where we can trace
the roots of its popularity to the fact that such methods can
easily be interpreted by humans and the extracted knowledge
can be clearly presented and visualized. However, often we
encounter problems where decision trees need to have a
strict division between feature values in data sets. In order
to deal with that, Fuzzy Decision Tree (FDT) algorithms
emerged [1].

When discussing the areas where data mining techniques
play an important role, the biomedical domain is doubtless a
prominent one. Here, the data can be various measurements
taken from patients (e.g. heart rhythm or electrocardiogram)
or the genes themselves. In order to query the expression
of a multitude of genes, gene expression profiling is used.

It presents the measurement of the activity of a large
number of genes at once in order to be able to verify the
cellular function. When the focus is on cancer data sets,
gene expression profiling is used to more accurately classify
tumors. Besides classifying tumors, with more powerful
gene expression techniques it is also possible to classify
tumor subclasses.

The objective of these methods is to discover not only a
single association but several associations of genes. For this
purpose, many features must be considered, with typically
very few of them being significant for any given classifi-
cation. Additionally, relatively few data points are available
for learning.

Although very popular in practice, classical decision trees
share some disadvantages that are revealed under these con-
ditions. Specifically, their performance tends to deteriorate
with the increase of features and emergence of complex
interactions. Since most decision trees divide the search
space into mutually exclusive regions, often the resulting tree
must include several copies of the same subtree to accurately
represent the data. Furthermore, their greedy behavior is
prone to over-fitting to the training set, as well as irrelevant
features and noise.

In contrast to that, fuzzy decision trees do not need
to assign a data instance with a single branch, but may
simultaneously assign more branches to the same instance
with a gradual certainty. In this way, fuzzy decision trees
retain the symbolic tree structure, but are able to represent
concepts by producing continuous classification outputs with
gradual transitions between classes.

In this work, we experiment with a fuzzy decision tree
algorithm with the goal of analyzing gene expression cancer
data. Besides the comparison with a decision tree algorithm,
we also compare the proposed algorithm with several other
well known algorithms for classification. The results present
the advantages of fuzzy decision trees over classical decision
trees for multiple data sets in this domain.

This paper is arranged as follows. Section II describes
related work. The proposed approach is introduced in Sec-
tion III. The experimental setup and results are demonstrated



in Section IV. In the final section (Section V), conclusions
and future work are discussed.

II. RELATED WORK

We divide the relevant research into two categories; the
first is concerned with fuzzy decision tree development and
applications, and the second with the applications of data
mining techniques in the analysis of medical data. However,
since this still encompasses a huge research area, we con-
centrate only on papers exploring cancer data research.

The development of fuzzy variants of decision tree induc-
tion has been around for quite a while [1][2], but they remain
a topic of interest in recent applications. These approaches
provide examples for the application of “fuzzification” to
standard machine learning methods.

There are also many variations of fuzzy decision trees.
Soft Decision Trees (SDT) are presented in [3], which
combine tree-growing and pruning to determine the structure
and refitting and backfitting to improve the generalization
capability. The authors empirically show that SDTs are more
accurate than standard decision trees. In [4], the authors
propose fuzzy-rough classification trees with a new measure
to quantify the functional dependency of decision attributes
on condition attributes within fuzzy data. The experiments
show that fuzzy-rough classification trees outperform ex-
isting decision tree induction algorithms on 16 real-world
datasets.

Fuzzy decision trees have been applied to various do-
mains; in [5] they are integrated with genetic algorithms for
data classification in database applications, and in [6] for
developing a financial time series-forecasting model, where
they were also combined with a genetic algorithm.

In [7], the authors use a FDT-based classifier for the
measurement, identification, and classification of various
types of power quality disturbances and they report ro-
bust performance under different noise conditions. A fuzzy
knowledge-based network is developed in [8] based on the
linguistic rules extracted from a fuzzy decision tree. The
effectiveness of the system, in terms of recognition scores,
structure of decision tree, performance of rules, and network
size, is extensively demonstrated on three sets of real-life
data.

In the scope of cancer data analysis, a survey with a
comprehensive study of various cancer classification meth-
ods is given in [9]. The authors conduct an analysis of the
efficiency of methods based on their speed, accuracy and
ability to reveal biologically meaningful gene information.
A general framework of sample weighting to improve the
stability of feature selection methods is proposed in [10].

Experimentation with a multiclass classifier based on
SVM (Support Vector Machine) algorithm is reported
in [11]. The authors use samples of 14 common tumor types
and achieve an overall classification accuracy of 78%. A
method of gene selection with reliability analysis is devised

in order to help differentiate between histologically similar
cancers [12]. In [13], the question is addressed on how
to correctly select diagnostic marker genes from the gene
expression profiles.

New astrocytic tumor micro-array gene expression data set
is experimented with using an artificial neural network algo-
rithm [14]. With this algorithm the authors address grading
of human astrocytic tumors, derive specific transcriptional
signatures from histopathologic subtypes of astrocytic tu-
mors, and assess whether these molecular signatures define
survival prognostic subclasses. Another artificial neural net-
works approach for classifying cancers to specific diagnostic
categories based on their gene expression signatures is
provided in [15].

DNA micro-array analysis with supervised classification
has shown to identify a gene expression signature to be
strongly predictive of a short interval to distant metastases
for breast cancer patients [16]. With this strategy it is
possible to select the patients who would benefit from
chemotherapy or hormonal therapy. The problem how to
select a small subset of genes from large patterns of data
recorded on DNA micro-arrays is addressed in [17]. The
authors experiment with SVM algorithms based on recursive
feature elimination.

III. FUZZY DECISION TREE CLASSIFIER

Supervised classification is a very important and fre-
quently used technique that is applied in the area of med-
ical informatics. The most commonly used classification
algorithms include logic-based algorithms, neural network
algorithms, statistical learning algorithms, instance-based
learning algorithms, and support vector machine algorithms.

In terms of learning-based models, there are two groups:
decision trees and rule-based classifiers. Decision trees clas-
sify instances by sorting them based on feature values. A
decision tree classifier builds a decision tree model that can
be used for the classification of unseen data. The decision
tree model consists of a series of observations (branch nodes)
that lead to conclusions (leaf nodes). The main difference
between classical decision tree modeling and fuzzy decision
tree modeling is the use of crisp or soft discretization,
respectively. Classical decision tree modeling uses crisp
discretization, whereby the decision space is partitioned
into a set of non-overlapping subspaces using the crisp
discretization method. For soft discretization, the decision
space is partitioned into a set of overlapping subspaces. For
both classical and fuzzy decision trees, each path from the
root node to a leaf node represents a classification rule. For
example, the ith branch has the following form:

IF xi1 ∈ Am
1 AND ... AND xij ∈ An

j THEN ci ∈ Ck
i

where xij denotes the jth attribute of the ith branch; Am
j

denotes the mth antecedent value of the jth attribute; and
ci is the consequent of the ith rule.



The fuzzy decision tree has been extended based on fuzzy
set theory [18]. The Ruspini fuzzy set [19] F is characterized
by a membership function F (a) : U → [0, 1], whereby F (a)
is the membership degree of F with a value of a ∈ U . Let
V = {F1, F2, ..., Fm} be a family of fuzzy sets of U , then,

m∑
i=1

Fi(a) = 1,∀a ∈ U. (1)

The “cut-point” is determined by the fuzzy set pair A1 and
A2 such that A1(a) + A2(a) = 1. The fuzzy class entropy
in a data set S is:

E(S) =

k∑
j=1

p(cj , S) log p(cj , S), (2)

where p(cj , S) =
∑

ai∈cj (A1(ai) + A2(ai)) is the pro-
portion of records in S, which belongs to class cj .

After the soft discretization step, the set S is partitioned
into two subsets S1 and S2 given a threshold value. The
class information entropy is calculated by the probability of
the fuzzy partition as [20]:

E(S) =
NS1

NS
E(S1) +

NS2

NS
E(S2) (3)

E(Si) = −
k∑

j=1

p(cj , Si) log p(cj , Si), i = 1, 2 (4)

p(cj , Si) =
NSicj

NSi
, i = 1, 2 (5)

where NS =
∑|S|

n=1

∑2
i=1Ai(an), NSi =

∑|S|
n=1Ai(an),

i = 1, 2.
The fuzzy discretization process consists of four phases:

sorting, evaluation, splitting, and completion.
1) Sorting Phase: During the sorting phase, the contin-

uous values of a feature are sorted in either ascending or
descending order. Since this sorting can be computationally
expensive an efficient sorting algorithm should be chosen.
Thus, quick-sort is used since it is an efficient sorting
algorithm with a time complexity of O(NlogN) [21]. For a
data set S with N records, the records are sorted according
to the value of A generating a sequence of ordered values
a1, a2, ..., aN .

2) Evaluation Phase: The subsequent step after sorting
is to find the best “cut-point”. A “cut-point” splits a range
of continuous values into two parts. A list of candidate “cut-
points” T = (ai + ai+1)/2 are generated making use of the
class boundary points. By using the fuzzy set pair A1 and
A2, the “cut-points” can be “fuzzified” to generate candidate
soft discretizations. In this paper, the evaluation function
used to evaluate each candidate soft discretization uses the
measure of entropy as given by Equation (3).

3) Splitting Phase: The intervals are split in a top-down
strategy, which requires to evaluate “cut-points”. In order to
choose the best one and split the range of continuous values
into two partitions, the algorithm runs recursively for each
part until a stopping criterion is satisfied.

4) Completion Phase: A stopping criterion specifies
when the discretization process is completed. In particular,
a threshold value θ ∈ [0.1, 0.2] is predefined and is applied
as follows. If the truth level of a branch NSi

NS is greater than
θ, then the truth level of the branch belonging to the jth

class is calculated by:

δi,j =

∑
ak∈cj Ai(ak)

NSi
, i = 1, 2. (6)

Otherwise, if the truth level of a branch NSi

NS is less than
θ, then the corresponding branch is deleted. Another second
stopping criterion is used, a predefined maximum value of
δ called µ ∈ [0.8, 0.9]. If the maximum δ value is greater
than µ, the corresponding branch search is terminated as a
leaf. This leaf is then assigned as the class cj . Otherwise,
the data set S is partitioned into S1 and S2 until the above
criteria (either NSi

NS ≥ θ or δ ≥ µ) are satisfied.
Generally, the FDT classifier starts by sorting the contin-

uous values of a feature. Afterwards, it generates a possible
candidate “cut-point”, and “fuzzifies” the “cut-point” by
using an entropy evaluation function to check whether the
candidate’s “cut-point” is satisfied or not. The algorithm
keeps recursively checking until the best “cut-point” is
found, and repeats the generation of the soft discretization
for the other attributes. When all attributes have been soft
discretized, the attribute of minimum value is selected to
generate two child branches and nodes. This process repeats
until one of the stopping criteria is met.

IV. EXPERIMENTS AND RESULTS

The FDT was implemented in Java as outlined in the
previous section. The decision tree algorithm used for com-
parison is WEKA’s J48 decision tree implementation [22].
Other algorithms based on naive Bayes, Bayesian network,
logistic regression, radial basis function neural network, and
support vector machine are also used and compared with. All
algorithms are further introduced in a following subsection.
In addition, since feature selection is a normal preprocessing
step in data mining, WEKA’s attribute selection method is
used to filter out the relevant features. Results of both, FDT
and J48, are given for the complete data set (all features)
as well as the reduced feature set selected by the attribute
selection method. 10-fold cross-validation was used for the
training and testing of all experiments.

A. Data Sets

The data sets1 that have been chosen for this investiga-
tion are listed in Table I. All data sets contain gene data

1http://levis.tongji.edu.cn/gzli/data/mirror-kentridge.html



information for different types of cancer. The number of
features (all numeric) for the original data set (full) as well
as after feature selection is applied is also given (reduced).
The number of instances and the class balance of the binary
data sets are also listed. Furthermore, a short description
is provided and more details can be found looking up the
references listed in the last column.

B. Evaluation measures
In order to evaluate the medical data sets, the following

measures have been chosen based on the True Positives
(TP ), True Negatives (TN ), False Positives (FP ), False
Negatives (FN ):

Accuracy =
TP + TN

TP + FP + TN + FN
. (7)

Sensitivity =
TP

TP + FP
. (8)

Specificity =
TN

FP + TN
. (9)

Another measure used to evaluate medical data sets is the
Receiver Operating Characteristic (ROC) [28] curve, which
is said to be a good indicator of the relationship between
sensitivity and specificity. The AUC (Area Under the Curve)
is calculated as follows:

AUC =
1− (1− Specificity) + Sensitivity

2
. (10)

C. Comparison algorithms
The implemented FDT algorithm is compared with a

classical decision algorithm known as J48 [29], which is
implemented in WEKA. J48 is an extension of the C4.5 and
the earlier ID3 algorithm [30].

The other comparison algorithms that are used for this
investigation are:
• NB: is a Naive Bayes classifier implementation using

estimator classes, whereby numeric estimator precision
values are chosen based on the analysis of the training
data.

• BN: implements a Bayes Network learning algorithm
that uses various search algorithms and quality mea-
sures.

• Log: is a logistic regression model classifier. The
classifier is based on a multinomial logistic regression
model with a ridge estimator.

• RBF: is a radial basis function neural network model
classifier. The classifier normalizes all attributes, and
the initial centers for the Gaussian radial basis functions
are identified using k-means.

• SMO: implements the sequential minimal optimization
algorithm for training a support vector classifier. All
missing values are replaced and nominal attributes are
transformed into binary ones. In addition, all attributes
are normalized by default.

Table II
RESULTS OF FDT MEASURES WITH FULL FEATURE SET

Data set Accuracy Sensitivity Specificity
Colon tumor 0.7746 0.8409 0.7200

Leukemia 0.8250 0.8475 0.6400

Lung cancer 0.9553 0.7879 0.9539

Ovarian cancer 0.9589 0.9175 0.9470

Prostate cancer 0.7985 0.8571 0.7885

Table III
RESULTS OF FDT MEASURES WITH REDUCED FEATURE SET

Data set Accuracy Sensitivity Specificity
Colon tumor 0.8028 0.8864 0.7826

Leukemia 0.8750 0.8983 0.7391

Lung cancer 0.9553 0.7879 0.9540

Ovarian cancer 0.9711 0.9485 0.9662

Prostate cancer 0.8836 0.7662 0.7188

D. Experimental Results

To show an example of a decision tree generated by
our FDT classifier applied to the Ovarian data set with the
reduced feature set, we display the fuzzy decision tree in
Figure 1.

Table II shows the accuracy, sensitivity and specificity
values of the data sets using the complete feature set, i.e.,
using the complete data sets with all features. We can see
that in terms of accuracy, the Ovarian cancer data sets
achieves the highest values closely followed by the lung
data set. However, comparing both data sets in terms of
sensitivity and specificity reveals that the Ovarian cancer
data set performs better scoring in the lower ninety percent.

Table III shows the same measures as Table II, however,
this time the feature set of the data sets are reduced after
feature/attribute selection has been applied. We can see that
the accuracy values are higher with the exception of the
Lung cancer data set that scored the same accuracy. In terms
of sensitivity and specificity, improves values can also be
observed. Therefore, we can conclude that overall the feature
reduction method improved the accuracy.

Table IV shows the accuracy values comparing FDT with
J48 as well as showing the effect of using the complete data
set with all the features versus using the reduced data set.
As can be seen by the values in bold, on the full data set
FDT outperformed J48 four out of five times, and on the
reduced data sets FDT outperformed J48 three out of five
times.

Figure 2 shows the AUC values for the data set with
and without feature selection. The AUC values are often
used since it shows the interplay between sensitivity and
specificity. As can be seen by the figure, the AUC is higher
for the reduced feature data sets with the exception of the



Table I
DETAILS OF BINARY DATA SETS USED FOR EXPERIMENTS

Data set name # of features # of instances class balance Data set size Short description Reference
Colon tumor full: 2,000

reduced: 26
62 40 / 22 1.2 MB Data collected from colon-cancer patients;

tumor biopsies showing tumors (“nega-
tive”), and normal (“positive”) biopsies are
from healthy parts of colons of the same
patients

[23]

Leukemia full: 7,129
reduced: 81

72 47 / 25 2.2 MB Data collected from bone marrow sam-
ples; distinction is between Acute Myeloid
Leukemia (“AML”), and Acute Lym-
phoblastic Leukemia (“ALL”) without pre-
vious knowledge of these classes

[24]

Lung cancer full: 12,533
reduced: 160

181 150 / 31 12 MB Data collected from tissue samples; classifi-
cation between Malignant Pleural Mesothe-
lioma (“MPM”), and ADenoCArcinoma
(“ADCA”) of the lung

[25]

Ovarian cancer full: 15,154
reduced: 35

253 162 / 91 34 MB Data to identify proteomic patterns in serum
that distinguish ovarian cancer (“cancer”)
from non-cancer (“normal”)

[26]

Prostate cancer full: 12,600
reduced: 75

136 77 / 59 5.5 MB Data from prostate tumor samples, whereby
the non-tumor (“normal”) prostate samples,
and tumor samples (“cancer”) are identified
using 12,600 genes

[27]

Figure 1. Decision tree resulting from the FDT classifier for the Ovarian data set



Table IV
RESULTS OF COMPARISON OF FDT AND J48 WITH FULL AND REDUCED

FEATURE SET

Data set Full feature set Reduced feature set
FDT J48 FDT J48

Colon tumor 0.7746 0.8226 0.8028 0.8710

Leukemia 0.8250 0.7917 0.8750 0.8472

Lung cancer 0.9553 0.9503 0.9553 0.9613

Ovarian cancer 0.9594 0.9565 0.9711 0.9605

Prostate cancer 0.7985 0.7941 0.8836 0.8824

Prostate cancer data set.

Figure 2. Comparison of AUC values for different data sets with full and
reduced feature set

Table V shows the comparison of FDT, J48, the naive
Bayes classifier (NB), the Bayesian network algorithm (BN),
the logistic regression (Log), radial basis function network
(RBF), and the support vector machine algorithm (SMO).
Based on the five data sets, the SMO algorithm performs
best out of all classifiers. It scores best 7 out of 10 times
when applied to the full data sets as well as the reduced data
sets. SMO is closely followed by NB and BN (both scoring
best 4 times). In particular, SMO achieves 100% accuracy
on the Lung cancer data set and the Ovarian cancer data
set. The overall conclusions that can be drawn are that the
SMO clearly outperforms all other classifiers including FDT
and J48. FDT only achieves close results on the Lung and
Ovarian data sets.

V. CONCLUSION

This paper investigated a fuzzy decision tree implemen-
tation applied to the classification of gene expression data.
Five high-dimensionality cancer data sets were analyzed and
compared with a classical decision tree algorithm as well as
other well-known data mining algorithms.

The results revealed that comparing FDT with J48, the
FDT algorithm outperformed J48 in terms of accuracy on
four out of the five data sets when applied to the classifi-
cation using the full data sets, and 3 out of 5 times when

applied to the reduced data sets after feature selection was
applied. In general, higher values of accuracy, sensitivity,
and specificity were achieved on the preprocessed data sets
as has been shown in past literature. Other measures of
sensitivity and specificity were also in favor of FDT. The
AUC values for FDT were also calculated and revealed
that, in general, higher AUC values are achieved when the
preprocessed data sets were investigated. In addition, the
data sets, both full and reduced feature set, were run with
common data mining algorithms and the support vector
machine algorithm outperformed all other data mining al-
gorithms achieving 100% accuracy on some data sets. This
implies that the decision tree algorithms (both FDT and J48)
are not the best choice when analyzing the five gene cancer
data sets.

Future work will include the comparison of different
fuzzy-based classifiers to further analyze the data sets of
the gene expression data also focusing on other accuracy
measures.
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