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Abstract—Visual object-tracking is a fundamental task ap-
plied in many applications of computer vision. Many differ-
ent tracking algorithms have been used ranging from point-
tracking, to kernel-tracking, to silhouette-tracking based on
different appearance models chosen. This paper investigates the
particle filter that is used as a tracking algorithm based on the
Bayesian tracking framework. The problems that the particle
filter tracking technique suffers from are degeneracy and the
impoverishment degradation. These two issues are addressed by
the use of Particle Swarm Optimization (PSO) as the sampling
mechanism. In particular, particles are generated via the PSO
process in order to estimate the importance distribution. Two
density estimation methods are used, one is a parametric method
using the Half-Normal distribution fitting, and the other is a
non-parametric method using kernel density estimation. The
experiments revealed that the non-parametric density estimation
method combined with PSO outperforms the other comparison
algorithms.

I. INTRODUCTION

Visual object-tracking is a very active research topic within
the area of computer vision. One of the reasons is the
increasing need for the automated analysis of videos. There
are usually three steps involved in video analysis namely
detection of interesting moving objects, tracking such objects
from frame to frame, and the analysis of object tracks to
recognize their behavior.

The aim of object-tracking is to estimate the target state
within a video sequence including the trajectory, orientation,
position and scale, etc. [1]. In particular, the tracker labels the
area of interest in a video frame as the target based on the
previous knowledge of the target.

Object-tracking is applied to many areas including [2]:
1) motion-based recognition whereby human identification

is performed based on gait, etc.;
2) automatic surveillance whereby a scene is monitored to

detect suspicious activities or unlikely events;
3) video indexing, whereby the videos in multimedia

databases are automatically annotated;
4) human-computer interaction such as gesture recognition,

eye gaze tracking, etc.;
5) traffic monitoring in order to gather real-time statistics

of traffic to direct traffic flow;

6) vehicle navigation using video-based path planning and
obstacle avoidance.

Object-tracking is defined as the problem of estimating the
trajectory of an object in the image plane moving around in a
scene. Thus, a tracker has to assign a consistent label to the
tracked objects in each frame of a video. The challenges of
the tracking of objects arise due to the following issues:
• noise in images,
• complex object motion,
• partial and/or full occlusion,
• scene illumination changes,
• complex object shapes,
• non-rigid or articulated nature of objects.
Object-tracking can be simplified by placing some con-

straints on the tracking task, which are based on the motion
and appearance of objects. Most trackers assume that the
object motion is smooth without abrupt changes. Furthermore,
the object motion can be set to be of constant velocity or
constant acceleration based on prior information. Moreover,
prior knowledge about the number and size of the objects as
well as the object appearance and shape can further simplify
the tracking task.

Numerous object-tracking approaches have been proposed.
These approaches differ from each other in the following ways:
• object representation;
• image features used;
• model to be used for motion, appearance and shape of

object;
Based on the appearance models, object-tracking algorithms

can be categorized as either generative [3]-[7] or discriminative
[8]-[12]. The generative algorithms usually learn a model to
represent the target object, and then use this model to search
for the image region with minimal reconstruction error. On the
other hand, the discriminative algorithms convert the tracking
problem to a binary classification task in order to find the
decision boundary for separating the target object from the
background.

Object-tracking is a challenging task since many different
circumstances play a role. For example, some trackers might
be good in handling different illuminations, but might have978-1-4799-7492-4/15/$31.00 c©2015 IEEE



difficulties in tracking objects when the appearance of the
object changes due to variations of object movement and
rotation. Another set of trackers might predict motion in order
to better track speed, but then others might have difficulty
following a bouncing object. Furthermore, a tracker may be
based on the detailed assumption of the appearance, but then
might fail on an articulated object [13].

This paper investigates particle filter based trackers, which
belong to the generative algorithm category. Given that in
order to model the underlying dynamics of a physical system
such as the object-tracking task, it is important to include
both elements of non-linearity and non-gaussianity. Thus, for
such cases particle filters can be used. Particle filters are
sequential Monte Carlo methods that are based on the point
mass representations of probability densities that are applied
to any state model. Therefore, particle filters can be used
for object-tracking by approximating the filtered posterior
distribution by a set of weighted particles. The particles are
weighted based on a likelihood score, and thus, propagates
these particles according to a motion model. One drawback
the use of particle filters in object-tracking exhibits is the
inability of samples to explore the probability distribution
effectively and efficiently. This is due to the particles that do
not move according to their former experience nor do they
consider the relationship to other particles. Thus, in this paper
we propose enhancements to the marginal particle filter by
applying Particle Swarm Optimization (PSO) [14] and kernel-
based estimation.

The paper is structured as follows. Section II describes re-
lated work in the area of object-tracking. In Section III the two
proposed approaches are described. Section IV describes the
experiments conducted and discusses the results and findings.
The conclusion and future work is given in Section V.

II. RELATED WORK

The visual object-tracking problem in the context of
Bayesian inference can be formulated by two models: system
model and measurement model. The system model given in
Eq. (1) represents the dynamic transition of the state as the
time proceeds; and the measurement model (Eq. (2)) represents
the observation of the state through the noisy measurement
process:

xk = fk(xk−1, vk−1) (1)

zk = hk(xk, nk) (2)

where the sequence {xk, k ∈ N} denotes the target state, the
sequence {zk, k ∈ N} denotes the measurement of the state
sequence, and vk and nk are system noise and measurement
noise, respectively. In the context of object-tracking, xk is
the target position. Depending on the specific application, the
target position could include coordinates of the target center,
in-plane rotation, or aspect ratio, etc. zk is the measurement
for the image at frame k in the video sequence.

The goal of Bayesian inference is to estimate xk based on
the prior knowledge about the system and the measurement

process and all measurements z1:k = {zi, i = 1, 2, . . . , k} up
to time k. By the criteria of the Minimum Mean-Squared Error
(MMSE), the optimal estimation is the expected value from
the posterior probability density [15].

In the case of Gaussian noise and linear system dynamics,
Kalman filters are optimal estimators [16]. For most of the
applications in visual object-tracking, however, the system and
measurement models can hardly be approximated as linear. In
such cases, the particle filter successfully solves the problem of
non-linearity by using particles to approximate a distribution,
i.e., Monte Carlo approximation to avoid the ever-increasing
dimension of the sampling space by sequential importance
sampling. In the particle filter, the weights for particles are
calculated recursively as in Eq. (3), where p(zk|xk) denotes
the likelihood, p(xk|xk−1) reflects the system motion, and q(·)
is the importance density. After obtaining weights for particles,
the estimation of the posterior density is approximated as in
Eq. (4).

wik ∝ wik−1
p(zk|xk)p(xk|xk−1)

q(xk|x0:k−1, z1:k)
(3)

p(x0:k|z1:k) =

N∑
i=1

winδXi
1:n

(x1:n) (4)

where wik is the weight for particle i at time k and δ(·) is
Dirac delta function.

A generic particle filter suffers from several problems that
are inherent in the particles. The first issue resulting from the
generic particle filter is degeneracy [17][18], where a large
portion of the particles have negligible weight after a few
iterations. Thus, these particles contribute very little towards
the distribution approximation because of their small weight.

An intuitive yet effective solution is Sampling Importance
Resampling (SIR), where particles of small weights have a
smaller chance to be forwarded to the next iteration. Typical
implementations of SIR include bootstrap particle filter [17],
and reject particle filter [19]. While alleviating the degeneracy
problem, however, the resampling may lead to the impover-
ishment problem, where the diversity of particles are reduced
especially in the case of small process noise. Multiple research
has been carried out to alleviate the impoverishment problem.
The Regularized Particle Filter proposed in [21] creates a
continuous posterior density by applying the kernel smoothing
to the discrete posterior density. Then, particles resampled
from the continuous posterior density are distributed more
evenly. The Auxiliary particle filter in [20] avoids resampling
from particles that have low likelihood by constructing an
importance density that has high conditional likelihood.

There are other methods which cope with the degeneracy
problem without giving rise to the impoverishment prob-
lem. These methods move particles away from low posterior
probability regions towards regions with higher probability.
The Kernel Particle Filter proposed in [22] employs Mean-
Shift to migrate particles towards higher probability locations
on the posterior probability landscape. However, the Mean-
Shift, as a deterministic search algorithm, needs a continuous



probability distribution, which is constructed by the kernel
density estimation [22].

PSO, as an optimization algorithm, is also employed by
some researchers formulating the object-tracking as an op-
timization problem. A hierarchical version of the PSO al-
gorithm (HPSO) is developed in [23] to track articulated
human motion. The authors claim that HPSO is superior to
the particle filter and related approaches in terms of tracking
results due to the elimination of the needs for a specific
motion model. Feng et al. in [24] proposed an enhanced
PSO for object-tracking where particles are assigned different
inertia parameters according to their local best quality avoiding
getting stuck in a local optimum.

Recently, there are research investigations trying to integrate
PSO with the particle filter to overcome the degeneracy
problem mentioned above. The authors in [25] use particles
sampled from the importance density using PSO. With the
set of particles moved to high likelihood regions, the authors
claim that the particle impoverishment is avoided. A similar
algorithm was proposed in [26], in which PSO was used to
move samples to a region where both the likelihood of the
target and the prior density are significant. Another similar
PSO based particle filter is proposed in [27], where the so-
called multi-layer importance sampling method is used to
move particles towards the region with high likelihood of ob-
servation. However, all these algorithms suffer from the same
problem even though these samples are originally propagated
forward through the system motion model. Since the particles
are moved by PSO, their distribution does not fit the system
motion model anymore. In other words, after applying the PSO
process to the particles the underlying system motion model
is modified to accommodate such transitions of the particles.

It is important to note, if the importance density q(·) in
Eq. (3) is always identical to the system motion p(xk|xk−1),
then above mentioned PSO based particle filters fall back
to the PSO-only tracking algorithm similar to the ones in
[23] and [24]. This operation effectively eliminates the sys-
tem motion model from the tracking process, thus, could
potentially increase the tracking performance according to
[23]. However, eliminating the system motion model does
not necessarily improve the performance. This is only true
if the system motion model is vague and can not reflect the
object motion effectively. In this case, the system motion has
a negative influence. On the other side, discarding the system
motion from the tracking process means that this information
is completely lost, which would positively contribute to a
better tracking performance if a more refined system motion
can be derived.

III. PROPOSED APPROACH

The Marginal Particle Filter is used instead of the conven-
tional particle filter to allow arbitrary particle sampling within
the state space without modifying the effective system motion
model.

A. Marginal Particle Filter

As discussed in [28], the importance sampling scheme
draws samples, i.e., particles, according to the importance
density in a joint state space. In practice, the sampling is
done in a sequential manner such that direct sampling in the
high dimensional joint space can be avoided. Each sample xik
drawn in the current state space xk by sequential importance
sampling together with its previous sample xi0:k−1 constitute
a sample in the joint space χk, where i = 1, 2, . . . N and N is
the number of particles. It is clear that as the path grows, the
dimension of the sampling space also increases. This situation
usually leads to the problem of degeneracy of the weights, and
this leads to the variance of the weights to increase without
bound [28].

The curse of high dimensionality of the sampling space is
inherited from the joint posterior density p(x0:k|z1:k) that is
being approximated by the particles. If we can reduce the di-
mension of the posterior density, then we could avoid problems
induced by the high dimensional sampling space. The authors
in [28] presented a Marginal Particle Filter (MPF), in which
only the marginal posterior density p(xk|z1:k) is estimated.
Thus, this essentially eliminates the need for sampling in a
high dimensional joint space.

The prediction and update steps in the marginal particle
filter are essentially the same as in the particle filter, which
are shown in Eq. (5) and Eq. (6).

p(xk|z1:k−1) =

∫
p(xk|xk−1)p(xk−1|z1:k−1)dxk−1 (5)

p(xk|z1:k) =
p(zk|xk)p(xk|z1:k−1)

(p(zk|z1:k−1)
(6)

Substituting Eq. (5) into Eq. (6), the update step becomes:

p(xk|z1:k) ∝ p(zk|xk)

∫
p(xk|xk−1)p(xk−1|z1:k−1)dxk−1

(7)

Since p(xk−1|z1:k−1) is already approximated by a set of
particles {xik−1, wik−1}, the approximation of p(xk|z1:k−1) is
derived from:

p(xk|z1:k−1) =

N∑
i=1

wik−1p(xk|xik−1) (8)

Then, the posterior density can be estimated by:

p(xk|z1:k) ∝ p(zk|xk)

N∑
i=1

wik−1p(xk|xik−1) (9)

And the importance weights are updated by:

wk =
p(xk|z1:k)

q(xk|z1:k)
(10)

where q(xk|z1:k) is an arbitrarily chosen importance density
to draw samples. By deliberately designing the importance
density, the particles drawn can be distributed in the region
where the likelihood is significant.



B. Sampling by PSO
As suggested above, to mitigate the problem of degeneracy

the key is to derive particles that have significant posterior
probability. In [25] and [26], this is done by moving particles
through the PSO process. However, such abrupt manipulation
of particles completely eliminates the connection of parti-
cles established by particle propagation between consecutive
frames, thus, results in ignorance of system motion informa-
tion during the tracking process of the particle filter.

An ideal importance density should yield particles that
minimize the variance of the importance weights [29]. That
is equivalent to finding an importance density that matches
the posterior density. The marginal particle filter does not
necessarily need particle propagation between consecutive
frames. Thus, it can freely sample particles from the current
state space xk based on any importance density.

An intuitive solution is to define an importance density
that is identical to the posterior density. Since the posterior
density is unknown while sampling, and usually is impossible
to fully derive, we use the density of the likelihood as the
basis to perform the importance sampling. Even though it is
still costly to obtain the density of the likelihood for the entire
state space. In this paper, we choose a “reverse direction” to
accomplish this. First, we locate the high likelihood regions
and scatter the particles in such regions. Then, we estimate the
underlying importance density from the current particles and
in turn calculate the importance probability for each particle
based on the estimated importance density.

1) Particles sampling: In this section, we present the
method to distribute particles in high likelihood regions for
the use with the particle filter. We use the canonical PSO
process to explore the state space and use the likelihood as
the fitness value for the PSO process. Upon convergence, the
particles should move towards and finally gather around the
convergence position.

Let us assume the posterior p(xk−1|z1:k−1) for time step
k − 1 is available, and we are proceeding to the next frame.
The particle sampling at time step k is done by the following
steps:

Initialize: Particles are distributed across the possible region
in the search space as in general PSO. Depending on the
implementation, this region could be around the optimal
estimation of the target position at time step k − 1.

Iterate: Let the particles move according to the PSO
iteration equations, whereby the particles in each iteration are
denoted as {xi,jk }Nj=1, i is the index of the current iteration,
and N is the swarm size.

Converge: If the convergence criteria are met (the details
will be discussed later in this paper), then the iteration is
stopped. If the maximum number of generations has been
reached before the convergence criteria are met, then this
particular execution of sampling has failed.

Combine: Place particles from all iterations into the same
set, denoting the set as {xik}Ti=1, where T = M ∗ N is the
number of total particles, M is the number of iterations, and
N is the swarm size of the population.

2) Importance Density Estimate: The importance density is
empirically estimated from the aggregated particles {xik}Ti=1

obtained above, which is then used to update the particle
weights. This can be done either in a parametric or non-
parametric manner.

Parametric density estimation:
Here we assume that the distance of particles from their cen-

ter conforms to the Half-Normal distribution. Its probability
density function is given by:

p(y) =

√
2

σ
√
π

exp
(
− y2

2σ2

)
y > 0 (11)

The reason we chose the Half-Normal distribution is be-
cause it only depends on one parameter, which introduces less
deviation during the method of finding the maximum likeli-
hood. First, the center of particles is obtained by retrieving
the mean of all the particles. Then, the Euclidean distance
between the particles and the center are calculated. Finally,
the parameter σ can be estimated by:

σ̂ =

√√√√1

2

n∑
1

d2i (12)

where di is the distance to the center for particle i, and n is
the number of particles.

Since the fitting of the Half-Normal distribution depends
on only one parameter (distance to the center), the posterior
density is also symmetrical around the center. Which might
not always be true, however, in this paper we hold on to such
approximation in the case of the parametric estimation.

Non-parametric density estimation:
In order to relieve the restriction for the assumption of some

known distribution and symmetrical posterior, non-parametric
density estimation is also employed in this paper. This ap-
proach makes less rigid assumptions about the distribution of
the observed data. In this paper, we use the kernel density
estimation with the Gaussian kernel function [30]. Given the
particle set {xik}Ti=1, its kernel density estimation is obtained
by:

q(xk|z1:k) =

T∑
i=1

Kλ(xt − xik) (13)

where Kλ is the scaled kernel, and λ is the kernel width.
Compared to the parametric approach, the kernel density es-

timation makes no assumption about the potential distribution
of the particle set. Therefore, it adapts better to the multi-
model likelihood situation.

In addition, the given particle set is further tailored before
the estimation stage. For example, the particle set could be
reduced by discarding particles whose likelihood are less than
a certain threshold. This operation is meaningful in terms of
both cost and performance. Usually, particles with small likeli-
hood contribute to the posterior density little. Excluding them
from the subsequent process saves unnecessary computations.
On the other hand, a smaller particle set reduces the variance
of the particle weights.



C. Marginal Particle Filter with PSO

Our PSO based particle filter differs from other PSO based
particle filters (mentioned in Section II) in two ways:
• marginal particle filter is used to allow a fixed-dimension

state space;
• particles are drawn first in the high likelihood region

before the importance density is derived.
These differences bring performance improvements to our

particle filter in the following ways:
1) instead of using only the last generation of particles,

our approach considers all generations, which increases
the number of available particles dramatically by several
folds without extra computational expense;

2) the particle set covers a much broader area including
the area around and further away from the convergence
position. In contrast, the last generation of PSO usually
gathers close around the convergence position;

3) adaptive to multi-model likelihood density;
4) able to globally search for high likelihood particles in-

stead of only deriving particles from the last generation.
Algorithm 1 shows the pseudo code of general form of our

particle filter.

Algorithm 1 Marginal Particle Filter with PSO

Input: Particle set from previous frame {x(·)k−1, w
(·)
k−1},

measurement zk
Output: Target estimation p̂(xk|z1:k)

Generate particle set {xik}Ti=1 by performing PSO
if Parametric Estimation then

Estimate σ̂ according to Eq. (12)
for each xik in the particle set do

Calculate likelihood p(xik|zk) based on appearance model
Calculate p(xik|z1:k−1) based on Eq. (8)
Obtain importance density estimation q(xik|z1:k) based on
Eq. (11)
Calculate particle weights wi

k =
p(xi

k|z1:k−1)∗p(xi
k|zk)

q(xi
k
|z1:k)

end for
elseNon-Parametric Estimation

Discard particles from {xik}Ti=1 whose likelihood is less than
a designated value
for each xik in the particle set do

Calculate likelihood p(xik|zk) based on appearance model
Calculate p(xik|z1:k−1) based on Eq. (8)
Obtain importance density estimation q(xik|z1:k) based on
Eq. (13)
Calculate particle weights wi

k =
p(xi

k|z1:k−1)∗p(xi
k|zk)

q(xi
k
|z1:k)

end for
end if
Return target estimation p̂(xk|z1:k) =

∑
wi

kx
i
k

IV. EXPERIMENTS AND RESULTS

To demonstrate the performance of our object tracker based
on marginal particle filter with PSO (MPFPSO), we evaluate
the tracker on a video dataset comprised of a wide range
of videos. In this section, we first examine the validity of
our sampling method to verify that particles are sampled as

expected and the importance density estimation results are
also evaluated. Then, the performance of our object trackers
is evaluated against other trackers including the particle filter
with PSO (PFPSO) [26], the bootstrap particle filter (BPF)
[31], and the basic marginal particle filter (MPF).

A. Experimental Setup

The experiments are implemented based on the object-
tracking framework developed in [32]. The video set is also
provided by this framework, which includes 51 videos of
different scenes. All of the code is run in Matlab R2015 on a
Windows machine equipped with Core i5@2.8GHz*4 Cores,
16GB RAM.

For other settings of the experiments, we use the appearance
model and similarity measurement as defined in [33] because
of its high resolution and peaked likelihood landscape. In this
appearance model, objects are described by sparse represen-
tation of a dictionary which contains the vectorized pixels.
The pixels are represented by its intensity and similarity is
measured through l1 minimization. To simplify the problem,
we only track the target location in the image plane. The state
is defined as xt = (x, y), where {x, y} are the coordinates of
the target center. The system motion model is assumed to be
of Gaussian distribution p(xk|xk−1) ∼ N(xk−1,Σ), where Σ
is the diagonal covariance matrix.

The PSO process in the tracker is set up as a ‘Standard
PSO’ [34] with the population size of the particle swarm set to
50. In this paper, we use this set of parameters throughout our
experiments due to the observation that changes in the PSO pa-
rameters do not change the tracking performance significantly.
The swarm of the particles are initialized uniformly within
±32 pixel on both the horizontal and vertical axis around the
previous target position. The stopping criteria used are:

1) the PSO process stops after 20 iterations, or
2) if the overlap ratio of the best bounding box of the

previous 4 frames as compared to the current frame is
at least 98%.

Fig. 1. Comparison of empirical data and Half-Normal Distribution.



(a) Aggregated particles on one frame. (b) Tailored particle set. (c) Results of kernel density estimation.

Fig. 2. Illustration of kernel density estimation.

B. Results

We run our object tracker on the video sequence named
“CarDark”, and we randomly choose a frame during the
tracking process. For that particular frame, PSO converges at
iteration 7, so there are in total 350 particles in the data set.
Figure 1 shows that the histogram of the distance of particles
to the center fits the Half-Normal distribution very closely
while using parametric density estimation.

The non-parametric density estimation is performed with the
kernel density estimation tool kit developed in [35]. Figure 2
shows how the density estimation is performed on particles
drawn by the PSO process. The particles are drawn first by
the PSO process as shown in Figure 2a, then the particle set
is tailored according to the particle weights as displayed in
Figure 2b. Figure 2c is an illustration of the kernel density
estimation of the tailored particle set. It can be observed in
Figure 2c that the tailored particle set consists of particles
from all over the frame because their likelihood is above the
threshold. It is worth to mention that some of the particles are
not from the current iteration of PSO, and thus are relatively
further away from the convergence position. This is partic-
ularly desirable in the case of a multiple-peaked likelihood
where the last generation of particles is usually attracted to
the highest peak. This is how the tailoring operation exploits
the exploratory power of PSO.

1) Tracking Results: We use precision and success rate
as in [32] for quantitative analysis of the tracking ability
of our approach. In detail, precision measures the accuracy
of tracking in terms of distance between the tracking result
and the ground truth. Specifically, the distance is derived by
calculating the Euclidean distance between the centers of the
tracking result and the ground truth. Given {x, y}r is the center
of the tracking window, and {x, y}g is the center of the ground
truth, then the precision is obtained based on Eq. (14):

precision =
N‖{x,y}r−{x,y}g‖≤threshold

Ntotal
(14)

where Ntotal is the number of total frames on which the track-
ing is performed, N‖{x,y}r−{x,y}g‖≤threshold is the number
of frames which is within given distance of threshold from

ground truth and ‖ · ‖ represents the Euclidean distance. The
success rate on the other hand measures the robustness of the
tracking in terms of overlap between the tracking result and the
ground truth. Given Pr is the set of pixels within the tracking
result bounding boxes, and Pg is the set of pixels within the
ground truth bounding boxes, whereby the success rate is given
by Eq. (15):

success rate =
NS≥threshold

Ntotal
(15)

where Ntotal is the total number of frames on which the
tracking is performed, NS≤threshold is the number of frames
whose overlap score S is equal or greater than the given
threshold, and S =

|Pr∩Pg|
|Pr∪Pg| is the overlap score between the

tracking result and the ground truth, | · | measures the number
of pixels in the pixel set.

Fig. 3. Success rate versus overlap threshold.

In order to evaluate the tracking performance more thor-
oughly and alleviate potential dependencies on specific videos,
both precision and success rate are measured on all 51 video
sequences. As shown in Figure 3 and Figure 4, our MPFPSO



Fig. 4. Precision versus location error threshold.

with kernel density estimation (MPFPSO-KDE) performs best
in terms of both precision and success rate, followed by
PFPSO, MFPSO with Half-Norm (MFPSO-HN) fitting, BPF
and MPF sequentially. The x-axis in both figures are thresholds
as used in Eq. (14) and Eq. (15).

The performance margin that MPFPSO and PFPSO have
brought against BPF and MPF comes mostly from the sam-
pling mechanism. In MPFPSO-KDE and PFPSO, the particles
are either sampled from or moved to high likelihood regions,
which in turn heightens the matching degree between the
importance density and the posterior density. For MPFPSO-
HN it considers all the particles. Although the variance of
the particle weights increases because of that, with the help
of PSO it still outperforms basic MPF. MPFPSO-KDE is
superior to PFPSO because of its adaptive particle sampling.
In MPFPSO-KDE, only those particles with high likelihood
are selected, thus, the number of selected particles is not
necessarily equal to the PSO swarm size and they are not
necessarily located at the convergence position. Generally,
the size of the particle set varies according to the likelihood
landscape and the PSO process. For example, in the case of
narrow likelihood peaks and fast convergence of PSO, the
size of the particle set could be relatively small. This way
the particles are sampled to match the resulting importance
density to the likelihood as good as possible. In contrast,
PFPSO always uses the last iteration of particles from the
PSO process. Depending on the convergence criterion, those
particles from the last generation may distribute only around
the convergence point, thus, ignoring the likelihood landscape
anywhere else. As we discussed previously, this may lead to
higher variance of the particle weights. Another advantage of
MPFPSO compared to PFPSO is that it includes the system
model during the tracking process.

Figure 5 shows the tracking results on the video sequence
‘Boy’. The target in this sequence is fast moving and causes
motion blur. It can be observed that both MPFPSO-KDE

and PFPSO are more robust compared to the other tracking
method.

2) Running Time: The running time is another performance
measure for object trackers. We evaluate the running time by
the number of frames per second (fps) a tracker can process
in the video sequences. Although the running time depends
on many factors, such as the appearance model, coding style,
platform, etc., however, in our experiment, we fix as many
factors as possible to focus on the difference among the
trackers. Since we use the same platform and appearance
model in the trackers, the discrepancy of the running time
basically boils down to how the trackers sample the particles
and how they are used.

TABLE I
RUNNING TIME AND AVERAGE PARTICLE NUMBER PER FRAME

Trackers fps Particle number

MPFPSO-KDE 8.48 455.62

PFPSO 16.43 276.56

MPFPSO-HN 9.07 458.59

BPF 9.72 500

MPF 6.81 500

Table I shows the comparison of running time and average
particle number. It can be observed that the running time
is directly related to the average particle number per frame.
PFPSO runs at almost double speed compared to MPFPSO
because it generates only half of the particles. The reason
behind this lies in the different initialization strategies for
the PSO process. In PFPSO, the particles are initialized by
the propagation from the previous generation which usually
are more concentrated. Whereas in MPFPSO, the particles are
initialized evenly in a larger area, thus, it takes more iterations
to reach convergence. However, on the other hand the broader
initialization inspires a wider search of the particles.

V. CONCLUSION

This paper first reviewed the current state of visual object-
trackers with connection to evolutionary optimization, then
discussed past research on the application of the particle
filter and PSO applied to object-tracking and investigated their
drawbacks. A novel particle filter has been proposed to over-
come the problems identified by previous approaches, where
a sampling by the PSO mechanism is used together with the
marginal particle filter. Experiments and results demonstrated
that the proposed method (MPFPSO-KDE) does improve the
tracking performance without introducing extra computational
cost.

Overall, it is shown that our sampling by PSO method
works quite well together with the marginal particle filter.
Its performance is better than the particle filter with PSO
previously developed as well as the bootstrap particle filter
and pure marginal particle filter. It is also demonstrated that
the sampling by PSO method is an efficient yet effective
sampling mechanism. This approach is capable of sampling
particles in the high likelihood region while keeping the system



(a) Frame 90 (b) Frame 100 (c) Frame 110 (d) Frame 120

Fig. 5. Tracking results on video ‘Boy’.

motion model the same. Our experiments also indicate that this
approach works well in the case of multiple-peaked likelihood
landscapes.

In the future, our marginal particle filter with sampling by
PSO could be further investigated in the following ways: (1)
accelerate convergence of PSO to reduce the number of parti-
cles further to save computational cost; (2) the motion model
could be further enhanced to reflect the real target motion; (3)
the relation between swarm size, tracking performance, and
computational cost is yet to be examined in more detail.
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